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This report presents conflict fatalities forecasts for the period from February to July 2024. Using data
from the Uppsala Conflict Data Program (UCDP), available through January 2024, we generated pre-
dictions at the country-month level. These forecasts aim to provide early-warning insights into conflict
zones by estimating fatalities in the upcoming six months. Our approach leverages advanced predictive
models that incorporate historical data on conflict patterns to make these predictions.

In this report, we compare our forecasts with actual observed fatalities and assess the accuracy of
our model across various regions. This analysis helps identify areas where the model performed well
and where it can be improved, offering insights that could inform strategic decision-making in conflict
prevention and resource allocation. Key findings include:

• High-accuracy regions: The model performed well in high-intensity conflict zones such as Ukraine
and the Democratic Republic of Congo, with predictions closely matching actual outcomes.

• Over/underpredictions: Underpredictions were seen in regions like Russia and Papua New Guinea,
while overpredictions occurred in Iraq, Iran, and Venezuela.

• Benchmark comparison: Our model showed strong performance, achieving higher accuracy in approx-
imately 70% of cases compared to other forecasting models, highlighting different strengths across
models depending on the region and conflict intensity.

Forecasts vs. Actual Outcomes.

Figure 2. Comparison of observed conflict fatalities (grey) and predicted fatalities (red) in selected countries for the
forecast period from February to July 2024. This figure highlights where the model’s predictions closely aligned with
actual outcomes and where discrepancies occurred.
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Figure 3. (a) Predicted conflict fatalities, (b) observed conflict fatalities (truth), and (c) percentage error between predic-
tions and observed outcomes for the period from February to July 2024. Red in the error map indicates underprediction,
while blue highlights overprediction.
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Forecasting Performance

Figure 4. Logarithmic scale comparison of predicted conflict
fatalities (grey) and observed fatalities for the 30 countries
with the highest fatality counts. Red indicates regions where
the model underpredicted fatalities, while blue highlights re-
gions where the model overpredicted fatalities. The log scale
emphasizes discrepancies in regions with extreme values.

Our model performed well overall in forecasting
major conflicts, though we tend to underpredict—a
common issue in conflict forecasting due to skewed
data with many zero values (Figure 4). Notable dis-
crepancies include underpredictions in Russia and
Papua New Guinea and overpredictions in Iraq,
where conflicts are of lower intensity.

Figure 3c maps the percentage error (Mean Ab-
solute Percentage Error, MAPE) for countries with
more than 15 observed fatalities. MAPE measures
how much our predictions differ from the actual fa-
talities, with a lower value indicating more accu-
rate predictions. The largest overpredictions were
in Iran, Iraq, and Venezuela, while Papua New
Guinea and Angola saw the largest underpredic-
tions. However, these countries had relatively low
fatality counts (e.g., 17 in Venezuela, 22 in Angola,
51 in Iran, and 103 in Iraq). More accurate predic-
tions were seen in sub-Saharan Africa, Central and
South America, and Asia, with Ukraine and most
of the Middle East also showing low error rates,
except for Iraq and Iran.

Classification

We grouped countries according to how the num-
ber of conflict-related fatalities changed during the
six-month forecast period compared to the previ-
ous six months. The change is measured using a
ratio between fatalities during the forecast period
and those from the prior six months:

This approach helps us understand whether vio-
lence in each country is rising, staying the same, or
declining over time (see methodological appendix
for details). This approach helps us understand
whether violence in each country is rising, staying
the same, or declining over time.

Figure 5 presents the confusion matrix for our
predictions. Observed outcomes were: 65% de-
crease, 25% increase, and 10% stable. The model
achieved 72% accuracy, with 12% adjacent class
predictions and 16% opposite class predictions.

Figure 5. Confusion matrix displaying the performance of
the model in classifying countries based on conflict fatal-
ity trends (decrease, stable, increase). The x-axis shows
predicted classifications, while the y-axis shows actual out-
comes. Accurate predictions are along the diagonal, while er-
rors are off-diagonal. This matrix helps evaluate the model’s
accuracy in predicting changes in conflict dynamics.
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Benchmark comparison

We compare our model’s performance to two
other leading open-source monthly fatality fore-
casts: the Violence & Impacts Early-Warning Sys-
tem (VIEWS) [3] and Conflict Forecast (CF) [5].
These models have different primary objectives and
features. VIEWS provides forecasts for up to 36
months and offers both country-level and more de-
tailed predictions.1 We only compare its first six
months of forecasts to match our model’s time-
frame. ConflictForecast predicts total fatalities for
the next three months, assesses armed conflict risk,
and estimates the likelihood of violence. Fatality
prediction is just one aspect of their model. Our
comparison focuses solely on fatality predictions for
the first six months. This is not a competition to de-
termine the best model, but rather an effort to un-
derstand how our approach fits within the broader
landscape of conflict forecasting.

Figure 6. Log ratio of the Mean Squared Error (MSE) com-
paring our model’s predictions to the VIEWS model’s pre-
dictions. Positive values (in red) indicate that our model
performed better, while negative values (in blue) show that
VIEWS performed better in predicting conflict fatalities.

We use the log ratio of the mean squared error
(MSE) to measure each model’s accuracy. This ap-
proach shows how much each model’s predictions
deviate from the actual fatalities. A positive log
ratio (shown in red) means our model’s predictions
were closer to reality, while a negative ratio (in blue)
indicates that the other model was more accurate.

Our model outperforms VIEWS in 75% of cases
and CF in 70% and 74% of cases for the first and
second periods, respectively. We perform partic-
ularly well in high-intensity conflicts like Ukraine
and Pakistan. However, VIEWS shows better ac-
curacy in some high-intensity cases (e.g., Burkina
Faso, Sudan) and low-intensity conflicts (e.g., In-
donesia, Benin). CF excels in Iraq for both periods
and outperforms our model in several high-intensity
zones (Israel, Ukraine, Sudan, Mexico) during the
second period, possibly due to more recent data ac-
cess (for the second period, CF had access to data
up to April 2024, which our model did not).

1Here, we rely on Views’ Fatalities002 forecasts [4]. For this comparison, we adapted our model to consider only state-
based fatalities, as Views provides forecasts exclusively for state-based events. This may explain differences observed when
comparing the benchmarks for the same country.

https://viewsforecasting.org/
https://viewsforecasting.org/
https://conflictforecast.org/
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(a) February–April (b) May–July

Figure 7. Comparison of Absolute Error (Log ratio) between our model and ConflictForecast for two periods: February–
April 2024 (left) and May–July 2024 (right). Positive values (red) indicate better performance of our model, while negative
values (blue) show better accuracy of the ConflictForecast model.
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Forecast data

Our full forecast are available to download at https://github.com/ThomasSchinca/
Pace-map-risk/tree/main/Historical_Predictions

Appendix: Methodology

This section provides an overview of the methodology used to generate conflict fatalities forecasts
for the period from February to July 2024. The forecasts were produced using data from the Uppsala
Conflict Data Program (UCDP) up to January 2024. The goal of our approach is to forecast fatalities
on a country-month level by applying advanced predictive models that capture both static and dynamic
aspects of conflict patterns. The full methodology and additional technical details can be found in
[1, 2, 8, 7, 6].

Data Sources

The primary source for conflict event data is the UCDP Georeferenced Event Dataset (GED). This
dataset provides a detailed and comprehensive account of conflict events involving government forces,
non-state actors, and organized armed groups, including fatality counts. The dataset is updated regularly
and includes information on event locations, time periods, and actors involved. For our forecast model,
we use UCDP-GED data available through January 2024. The data was aggregated to the country-month
level.

Forecasting Models

Our forecasting methodology involves two core models: a Baseline Model and a Dynamic Temporal
Patterns (DTP) Model. Both models were designed to forecast conflict fatalities over a six-month period,
but they use different techniques to capture conflict trends.

Baseline Model. The Baseline Model employs the ViEWS early-warning system, a well-established and
leading approach for forecasting conflict. Key features of ViEWS include:

• Lagged conflict variables: Fatalities from prior months are included as lagged variables to account
for continuity in conflict behavior. This allows the model to leverage historical patterns of conflict
for prediction.

• Geopolitical and economic features: Variables such as proximity to ongoing conflicts in neighboring
countries, GDP per capita, oil rents, and political instability (e.g., regime change, exclusion of political
groups) are incorporated to assess the broader conflict risk.

• Demographic factors: Population size, urbanization, and the proportion of young males are used as
predictors, as these have been shown to correlate with conflict intensity.

Dynamic Temporal Patterns (DTP) Model. The DTP Model introduces a dynamic aspect to forecast-
ing by focusing on the variability and sequence alignment of conflict patterns. Unlike the Baseline Model,
which relies on static relationships, the DTP Model uses Dynamic Time Warping (DTW) to align se-
quences of conflict fatalities across different timeframes. This technique is useful for identifying and
predicting shifts in conflict intensity, as it allows for flexibility in the timing of events.

https://github.com/ThomasSchinca/Pace-map-risk/tree/main/Historical_Predictions
https://github.com/ThomasSchinca/Pace-map-risk/tree/main/Historical_Predictions
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Key components of the DTP Model:

• Dynamic Time Warping (DTW): DTW compares the predicted sequence of fatalities with the ob-
served sequence, aligning them even if there is a lag or shift in the occurrence of peaks in fatalities.
This reduces penalization for short-term misalignment in predictions.

• Non-linear Time Dependency: The model accounts for non-linear relationships between conflict events
and fatalities over time. It is particularly suited for regions with rapidly changing conflict dynamics,
such as escalating or de-escalating conflicts.

• Pattern Recognition: By analyzing historical conflict trajectories, the model identifies similar patterns
of conflict evolution and uses these to forecast the next phase of the conflict.

Model Training and Validation

Both models were trained on historical UCDP data spanning several years, up to January 2024. To
ensure robustness, the models were cross-validated using k-fold validation, and performance metrics
were calculated for each fold to evaluate the predictive accuracy across different conflict regions and time
periods. The models were then tested on the forecasting period (February to July 2024), comparing
predicted fatalities with the actual observed fatalities during this time. Key metrics used for validation
included:

• Mean Squared Error (MSE): A standard measure to evaluate the difference between predicted and
actual fatality counts.

• Mean Absolute Percentage Error (MAPE): Used to measure the percentage error between predicted
and observed values, providing a normalized metric for comparison across countries with different
fatality scales.

• Dynamic Time Warping Distance: For the DTP model, we used DTW distance as a performance
metric, which measures how well the predicted fatality sequence matches the observed sequence in
terms of timing and pattern.

Classification of Conflict Trends

Countries were classified into three distinct groups based on the ratio of fatalities observed during the
forecast period (February to July 2024) to those in the previous six months (August 2023 to January
2024). We use classification instead of relying solely on MSE because classification provides clearer
insights into conflict trends. While MSE measures prediction error, it can reward overly conservative
predictions that minimize error without capturing real shifts in conflict dynamics. Classification, by
contrast, groups countries based on whether fatalities are increasing, stable, or decreasing. This approach
highlights broader trends and helps decision-makers prioritize responses where conflict is intensifying,
offering a more actionable framework than MSE alone.

• Decreasing Conflict: Countries with a ratio of fatalities less than 0.8, indicating that fatalities de-
creased during the forecast period.

• Stable Conflict: Countries with a ratio between 0.8 and 1.2, signifying that fatalities remained rela-
tively stable.

• Increasing Conflict: Countries with a ratio greater than 1.2, indicating an increase in fatalities during
the forecast period.

Evaluation and Benchmarking
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Our models were evaluated not only against observed data but also through benchmarking with other
conflict forecasting models, such as ViEWS and ConflictForecast. Performance was assessed based on
both overall accuracy and the ability to capture dynamic shifts in conflict intensity. In particular,
the DTP model demonstrated advantages in regions where conflicts experienced sudden escalations or
de-escalations, while the Baseline Model performed well in regions with consistent conflict patterns.
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